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Introduction

In multiagent systems, agents beliefs about other agents are spedally
crucial sincethe other agents are in many cases the most important part
of the agent's environment. The paper "Towards Modeling Other
Agents : A Simulation-Based Study" written by Leonardo Garrido,
Ramén Brena and Katia Sykarg[1] is basicdly about investigating the
advantages one can obtain by modeling other agents in multiagent
environments. Garrido et al have tried to do this by quantifying the
value of building models about other agents using no more than
observation of others behaviour.

In this paper | will describe the goals and the methods used by Garrido
et a. The first sedion is about the goals of the study. It also briefly
describes what method the authors of the paper have used to obtain
their goals. The secnd part deds with the question of what agents
modeling is and refers to some related literature on the subjed. In the
third part | will go more in to detall on how the experiments have been
conducted. Garrido et a have used a testbed where competition takes
placein a game that has charaderistics of meding scheduling problems.
| will describe the framework of this game, cdled "The Meding
Scheduling Game" (MSG) in detail.

In the sedion about the M SG you can readabout the diff erent roles that
are defined for the agentsin theexpenmena framework. Moreover you
can read about different agent strategies. This part of the paper is
crucial since it explores a range of agent strategies, from "blind"
randomized strategies to "orade" strategies where the agent has all the
necessry information about the other agents. The eperiments
conducted and the points made by Garrido et al are built up around the
different agent strategies.

The goals and the methods

The man god of the study is to research the competitive alvantagesan
agent can obtain by modeling some important aspeds of its
competitors. In the paper, Garrido et a want to show that a modeler
agent can take advantage of building and upditing beliefs about other
agents. They also want to show that this advantage canmake it perform
better than agents without modeling capabili ties.

Another interesting asped of the reseacch is that Garrido et a intended
to study modeling other agents using no more than other agents
behaviour.

The method used to adiieve the gods is a simulation based study. In the
testbed competition takes placein a game where meding scheduling
problems arise. It is basicdly about a group of people who are trying to
arrange ameding in such away that a cetain meding dot is available



for as many group members as possble. Furthermore the meding slot
should be & convenient as possble for everyone. This means the
fulfilment of individual preferences diould be maximized. The game is
cdled "The Meding Scheduling Game" and will be described later in
this paper.

In the framework of MSG, Garrido et al explores -in an experimenta
way- how modeling other agents can affed individua and group
performance dter a series of medings. They want to alow both self-
interest as well as co-operative behaviour. Garrido et a describes how
their basic research-driving hypothesis is that both individual and group
performance ae better when ead agent tries to explain the other
agents behaviour in terms of internal cognitive structures or models -
creding and adapting these agent modesin an incrementd way.

Agents modeling and related literature

Reseach on modeling other agents has been approadied from different
perspedives. Garrido et a presents work related to theirs mainly
concerning threemajor issues regarding agents modeling:

What isto be modeled?
How isit to be modeled?
How are models built?

There is a big range of agent models. From very spedaized , task-
oriented models to structural models usng some kind of internal
structure of the aent being modeled. Structural models are often
referred to as"cognitive" or "degy" models while the spedalized models
are often cdled "surface’ models. Deep and surfacemodels can aso be
combined. According to Garrido et a one of the alvantages of dee
models is that they alow predictions of others behaviour, possbly
resulting in an advantage in non-co-operative or non-communicaing
settings.

Acoording to Carmel and Markovitch [2], it is important to model
others dtrategies in order to perform better against them in a
competitive setting. Carmel and Markovitch have presented an heuristic
algorithm to infer a model of the opponent's grategy, represented as a
Deterministic Finite Automaton (DFA), in their approadh to modeling
other agents. Another interesting work on opponent modeling has been
presented by Sen and Arora [3]. They propose ascheme for leaning
opponent adion probabilities and a maximum of expeded utility
strategy for exploiting wegker opponents.

When talking about the model construction method, the probably most
smple cae aises in co-operative settings, where honest agents "tell”
the others what their charaderistics are [4]. This does not work in a
competitive setting of course. A very complex sSituation arises when



others models are built entirely from the observation of others
behaviour.

In their latest research Garrido et a say they view agent modeling as an
iterative and gradual process where every new piece of information
about an agent is analysed in such a way that the model of the agent is
further refined, using a bayesian updating medhanism. There have been
other papers sharing thisview, for instance Gmytrasewicz at a[5] have
proposed aframework for bayesian updating of agent models within the
formalism of RMM.

Bayesian modeler agent

A bayesian-modeler agent builds models about the others in an
incremental and iterative way, updating those models after each round
during the whole game. All the probabilities of each model are
incrementally updated, trying to reach the actual character of the
agent being model ed.

In the next sedion | will describe the experimental framework of the
reseach, the Meding Scheduling Game and describe the different agent
roles and strategies used in the study.

The Meeting Scheduling Game

In this ®dion | will give abrief description of the Meding Scheduling
Game (MSG). The main ideaof the game is as follows: The players try
to arrange ameding at some cnvenient time-sot, convenient referring
to a dot that hasan acceptable utility for a spedfic player, acording to
his preference profile or utility function . Each player has a role which
is defined by the preference profile. The preference profile is coded as a
cdendar dot utility function, ranking eat dot from the most preferable
to the least preferable one. In MSG Garrido et a have defined a number
of agent roles. The roles described below are some of the most basic
and familiar ones:

The Early-Rising. An agent with thisrole prefers the ealy hours of the
day.

The Night-Owl. An agent with this role prefers it when the medings
are scheduled as late as possble.

The Medium. An agent with thisrole prefers the medingsto be aound
noon.

The Extreme. An agent with this role prefers to have medings
scheduled either ealy in the morning or late in the afternom.

Figure 1. shows examples of these roles with four arbitrary eight-dot
cdendars.



The night owl (busy dots 1, 3, 5, 6)
7

3,56
Utility 123456738

Timedots 123 4567 8

The medium (busy dots1, 2, 3, 4)
Utility 135786142

Timedots 12 34567 8

Theearly-rising (busydots 2, 3, 7,8)
Utility 87654321
78

Timedots 1 2 3 456

The extreme (busydot 1)
Utility 86421357

Timedlots 1 2 3456 7 8
Figure 1. Four basic agent roleswith eight-dots calendars.

One of the main concerns that the developers of MSG had when
creding the testbed was to allow self-interest as well as co-operative
behaviour. They wanted the players to be ale to show and/or hide
persona information and they wanted it to be possble to define
different player's grategies in addition to the roles. The combination of
role and strategy defines a player's preferences and behaviour and the
conjunction of role/strategy is therefor referead to as a player's
personality. Asin any other competitive game, the goal of a player isto
acaimulate more points than his opponents in a match. One match
congists of a fixed number of games (e. g. ten) and ead game consists
of two rounds.

In the first round of ead game, eadh player bids for the dot which
maximizes his utility, acording basicdly to his own role. However the
player bids are not completely determined by the own players role since
the cdendars are pre-set with something cdled cdendar density. This
means that some dots, for example the most preferable may alrealy be
busy in the player's cdendar. In this case the player chooses the most
preferable of his available dots. All the information about ead player's
bid is public knowledge announced by the referee. The refereeis also an
agent. He ensures that all the players obey the rules of the game. He is
also responsible for acamulating points for eat agent after ead game
inan individual point counter for ead player during the whole match.

When the referee has announced the bids from the first round he cdls
for the second round. The second round is pretty similar o the first one.



However there is a significant difference, ead player can now follow
different strategies, taking into acount the first-round information of
the aurrent game, historic reards of past games, and/or models of the
other agents. After all players have made their second round proposal, a
number of teams arise. Eadh team is composed of al those players who
proposed the same cdendar dot in the first round. Then the team joint
utility is cdculated, summing up al the tean members’ cadendar
utili ties:

TIU(t) = 2 Un(s)

OmOt
Here, tisatean, misamember of thetean, s isthe dot proposed by
the members of t, U, is the dot utility of member m. Finally the game is
won by the tean which acamulates the gredest team joint utili ty.

Once the winning tean is seleded , eat agent eans points acording
to the following predefined scoring procedure: al the players outside
the winning tean acawmualte zeo points for that game and ead agent
a in the winning tean t acamulates his own dot utility plus the team
joint utility: TJU(t) + Ux(s). The purpose of this mixed procedure is to
promote abalance between selfish and collaborative dtitudes. Finally,
the winner of the match is the player with the most individual points
acaimulated at theend of the last game.

After a game, ead player's cdendar is randomly reset with at the
predefined cdendar density and another game is garted. All this process
isrepeded until the predefined number of games have bep played.

It is worthy to note that, after ead round , eat player knows only the
other agents’ bids and, after eath game, he knows only his own
acaimulated uility. The referee has the responsibility of keegoing all
other information, for example role and strategy, private.

Strategies

Besides its role, eaty agent also have a particular game strategy.
Strategies are rules that describe and tell agents how to ad a some
spedfic deasion point -in MSG this is a the second round of ead
game. A modeler agent is nothing more than an agent using a strategy
which builds models about other agents, and uses these models in order
to improve its behaviour.

In order to explore the whole spedrum of strategies ranging from the
lesst- to the most-informed one, the reseachers first defined the
following two strategies.



Random Strategy

An agent using the random strategy chooses his next bid among its
adion set using a uniform probability distribution. This means he dl
possble adionshawe the same probabili ty.

A random agent does not take into acount any information about the
other agents nor does it consider its own agent role. The only thing it
takes into acount isits own cdendar since the ot it proposes must be
an available one.

The Random Strategy's performance is used as a reference point to
compare dl the other strategies. Any strategy performing worse than
the random strategy is negleded and considered unreasonable.

Oracle Strategy

An agent using this drategy can seein advance the others’ next move
becaise he indeed knows the other agents’ cdendars, roles and
strategies. For ead freedot sin his cdendar, he cdculates his possble
gan Gy9), if he proposed that dot. Then he finds the agent m who
would earn the maximum gain Gp,(S) among the rest of the players, if he
proposed that dot. Then he cdculates the utility of ead dot s as his
gain with resped to the profit of agentm:

U(S) = Go(s) - Gm(s)

After cheding all his free dots, he proposes the dot with the highest
utility: arg maxs U(S).

In the paper, the definition of an orade ayent states that an agent with
the orade strategy is able to corredly guessng the other agents’ roles
and strategies, in the adual implementation the referee gent gives the
orade aent the other agents’ information (roles, strategies and
cdendars). That's why the orade aent can always sein advance the
others” second-round bid and cdculate dl the possble gains he wuld
get under al different playing options, also taking into acount his own
cdendar avail abili ty.

With the Random Strategy being the lower limit of an agents
performancethe Orade Strategy isthe upper limit. One might think that
an orade agent will always win every match. This is however not the
case, the orade gyent can rot aways win! This is becaise of the
cdendar density. An orade agent can not choose the best possble slot
every time sinceit might not be available.

The next two strategy werea so quitesimple, a little more mwmplex than
the random strategy though:



Team-Size Strategy

An agent using this drategy has the goal of always joining the biggest
tean seen after the first round with his soond bid, if this dot is
availlable. As with the random strategy, this one does not take into
acount any information about other agents’ roles.

Preference Strategy

This drategy tries to maximize the agent's utility based on hs
preference profile. Thiscomesto simply choose the same dot in the first
and the second round, namely the one with the highest utility. The
preference strategy does not take into acount any information about
the other agents.

In order to get a more refined upper limit than the orade strategy, they
then defined a more redistic orade strategy.

Semi-Oracle Strategy

The Semi-Orade Strategy is smilar to the Orade-Strategy. It guesses
information about the others™ roles and strategies, however it does not
take into acount the other agent's calendars.

A semi-orade cdculates the most probable bids of the other agents. In
order to do thisit takesinto acount the cdendar densty. Theman idea
with this agent is to maximize the expected utility, which is the product
of a utility and the probability of getting it. The genera behaviour of a
semi-orade agentis asfollows:

1. For each other agent a, make a set S, of all possble dots that can be
proposed for agent a.
2. For each possble dlot s;in each set S, calculate the probability P(s,) of
being actually sedleded by agent a.
3. Combining all the possble dots that each agent can propose, generate
the set O of all the possble outcomes or playing scenarios that could arise
in the seand round. Each posdble outcome o0 in O is a vedor o def= (s,
..., &) of dots that can be proposed by each other agent in the second
round.
4.For each possble outcome oJO do:
4.1 Calculate the praobability P(0) that o arises at the saond round.
4.2 Find which would be the dot s, that gives the maximum utility
Uothat can beeaned by the semi-oracle agent in this outcome o.
4.3 Calculate the semi-oracle's expeded utility U(s,) due to slot so
under this outcome o.
4.4 Acaumulate U(s,) to the previous expeded utilities due to the
samesdlot s, obtained in the previousoutcomes.
5. Choosethe dot s, with the maximum accumulated utility.
6. Bid for the dot s,



Now, let us look more in detall on step one and two: it is worthy to
note that all the possble dots that can be proposed by any preference
agent is always the same dot that was proposed in the first round of
bids. The probability of thisis obviously 1; however the set of dots that
can be proposed by any team-size aent is composed of the different
dots proposed by al the other agents.

In order to cdculate the probability of eat possble dot, the semi-
orade agent must perform thefollowing steps:

1. Seewhat teamsarisein thefirst round of the game

2. Make sets of teams according to the team size (make sets of teams with
the same number of members).

3. Makeavedor v = (e, ...,en) With all the sets of teams made previously.
Arr angethisvedor in descendant order, according to the size of the teams
of each set, from the set e with the biggest teams to the set of teams en
which containstheteam that contains the team-size agent a.

4. For each set of teams e [ v, calculate the probability of being chosen by
the team-size agent, given the known calendar density d.

5. Calculate the conditional probability P(t.(0e,) of choasing team t, O e,
which contains the team-size agent a given that e, isalready chosen.

6. Now for each team t; O e of each set of teams g, calculate the
probability P(t;) of being chosen for joining this team. At this gage three
different situations can arise: Thefirst caseiswhen theteam-size agent ais
not in any team t,, of the set g, the second case is when the team-size agent
aisnot member of the team t; but it is a member of some team other team
tm O &; and the third case is when the team-size agent a is member of the
teamtj and it isin the set e.

7. Asdgn the probability P(t;) to the slot proposed by t;, this dot is one of
the dots s, that each team-size agent a could propose in step 2 o the
previous algorithm.

The semi-orade aent might appea very smilar to the orade ajent,
however it is much more complex. While the orade agent can predict
the others” moves in an exad way, the semi-orade must cdculate the
probabili ties of all the possble bids of the other agents.

Garrido et a concludes the sedion about strategies by saying that the
orade strategy provides an upper limit performance for any modeler
agent. Furthermore, the semi-orade strategy can give us a smaller, more
refined upper limit. In the following sedion, about the results of two
different experimental scenarios we will seehow these upper limits can
be emprricdly obtained.

Experimental results

In the experimental scenarios matches of ten two-round games were set
up. A series of matches were set up in order to measure, after many
matches, how agent performance was affeded by different strategies.
Eadh experiment conducted in the study was composed of 500



independent matches. Once amatch is completed it is referred to as a
success if the strategy currently considered wins. Otherwise it is
referred to as a fallure. assuming that the successprobability p remains
constant through all the matches one can draw the anclusion that the
experiments are binomial.

In al the experiments the mixed scoring procedure described ealier has
been used. The cdendar density was st to 50%. This density was
chosen with resped to other experiments, not presented in the paper,
which show that a lower density leal to scenarios of little interest and
high dengities leal to chaotic scenarios becaise ggent almost never can
play their strategies- they show akind of pseudo-random behaviour.

The goa of the first experimental scenario, the random, the tean-size
and the preference strategy was playing against ead other. First random
agents were to play against the teansize aents. In the second
experiment, the reseachers ran random agents against preference
agents. In the third experiment the tean-size and the preference gents
played against ead other. The results were asfollows:
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Experimental Scenario 1

Strategies
Experi  Random Team-Sze Preference
ments
1.1 8.04% 91.96% (5%error) -
(5%error)
1.2 0.60% - 99.40% (1%error)
(1%error)
1.3 - 50.30% (6%error) 49.70% (6%error)

This first experiment in this enario clealy shows that the tean-size
strategy with ease outperforms the random strategy. The second
experiment shows that also the preference strategy outperforms the
random strategy. In the last experiment in this £enario, the tean-size
strategy and the preference strategy are played against eadr-other, from
the result in this experiment it is not clea which strategy is better.
Therefor Garrido et a have mnducted another set of experiments not
detailed in the paper which shows that the team-size strategy has better
performance if the number of agents are greaer than a spedfic
threshold. Garrido et a explains this by stating that tean-size aents
tend to gather together in the same team. After a spedfic number of
running agents, the team-sizetean outperforms any other team.

The next table presents the results of the second experimenta scerario.

Experimental Scenario 2

Strategies

Experi Oracle Semi-Oracle Team-size Preference

ments

21 59.22% - 19.57% 21.32%
(7%error) (7%error) (7%error)

2.2 - 53.40% 23.76% 22.84%

(7%error) (7%error) (7%error)

Experiment 2.1 shows the upper limit as obtained by the orade strategy.
The orade dstrategy clealy outperforms the two other strategies.
Experiment 2.2 clealy shows that the semi-orade strategy outperforms
the tean-size and the preference strategy, as expeded after seang the
results of the first experiment in this scerario.

The gap between the two orade strategies and the two more basic
strategies is relatively big. Garrido et a draws the @nclusion that
anywhere in this gap any modeler agent can be locaed. Since the
performance of the semi-orade strategy is relatively close to the orade
strategy performance the results of experiment 2.2 does not contradict
the conclus on mack.
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Conclusions and reflections

In the study, the experimenta framework is described as one which
makes it possble to assessthe relative performance of different plying
strategies for the MSG. According to Garrido et a this allows them to
evaluate the performance strategies that build and use models of ther
competitors. According to Garrido et a other modeling-agents
proposals fail to provide thiskind of evaluation.

One thing that | note when | read the paper is how Garrido et a taks
about modeling other agents aimost as if it was an easy procedure. At
least you get the impresson that orade- and semi orade agents are not
so hard to implement. However Garrido et a does not perform this
implementation, they smply let the referee provide the modeler agents
with the information about the other agents. Of course their ongoing
reseach might provide us with a more refined picture of the use of
modeler agents. As the authors sy in the paper the result of this gudy
is not much surprising, this obviously does not mean that the reearchis
uselesshut | ask myself how groundbregking and interesting the study is
at this paint.

The study does make use of a wlledion of reference points for a
modeler agent's performance The random agent and the orade provide
the extremes of the spedrum, ranging from least-informed to most-
informed strategies. Garrido et a also says that they, in their ongoing
reseach has formally defined something cadled a pre-modeler agent,
which is not an orade aent, but it is cgpable of using a pre-built
probabili stic model.

It can aso be said that the strategies used in this gudy does not redly
cover the whole spedrum. The basic strategies are pretty sSimilar to one
another and so are the modeling strategies. It would be niceto see how
a gent using a strategy even more in-between the basic strategies and
the orade strategies would perform. As it is now, the semi-orade
strategy has al the information he neals to make the best possble
choiceaccet for the cderdar informaion of the others. | think it would
be interesting to seehow a modeling agent which has perhaps not all the
information but say 75% of the information right would perform in this
setting. The reason why | find this interesting is becaise surely a
modeler agent only using the observation of others” behaviour can not
possbly guessthe strategies and the roles of the others” corredly every
time. Sometimes it has to make an incorred assumption. At least at this
point in the development of modeling agents.

This gudy wanted to provide atestbed where selfish as well as co-
operative behaviour is promoted. However the goal for eat agent was
to win the game. Only one culd be the winner. The points gained from
the Team joint utility was far greder than the points gained from the
individual utility. This promotes teaming up with others rather than
considering the agent's own preference profile. However in experiment

12



1.3 in this paper one can see that the teansize strategy and the
preference strategy are pretty equal when played against ead other.
Then the authors date that the tean-size strategy aways wins when a
cetain number of agents take part. They do not provide this number
and nor do they say how many agents where in the game in the
experimental scenario. | find it a bit peauliar and dsturbing that this
kind of vital information about theexperimenta framework is left out.

Finaly | would like to say that | found the paper interesting and | find
the goproach good. | have read some of the more resent reseach made
on the subjed and | think this gudy and the paper that it resulted in
provided a good starting point which further reseach can build on. |
said ealier that perhaps the results of the study are not al that
surprising but nonethelessit is reseach that has to be made in order to
seethat there is areason to continue reseaching on modeling agents in
competitive settings.
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